Appendix E

Mathematical Basis for the Birthday Paradox

This appendix explains mathematically the basis for the birthday paradox.  It is aimed at readers whose speciality is not mathematics but who have studied mathematics at school.  We will consider the variant of the birthday paradox as it applies to this project.  It states that given some property which has n possible values and given two classes, each of about 
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entities, there is a high probability that some entity in the first class has the same value as some entity in the second class.  Applied to the algorithm implemented for this thesis, this means that it is only necessary to have two collections of 
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ciphertexts to have a high probability of finding a matching pair of ciphertexts, one from each collection.  

Before diving into the proof a useful inequality exists which simplifies the proof later on.  The inequality in question is:
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(for all values of x greater than or equal to 0)

This is illustrated by the following graph which plots the values listed in the table beside it.  

	Graph of y = e-x
	[image: image1.wmf]n
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The straight line representing 1 – x is clearly lower than, i.e. less than the curve representing e-x at all points.  Indeed as x approaches zero 1 – x is approximately equal to e-x.

We can restate the birthday paradox for two classes in the form of a problem as:

· Given a random integer variable with uniform distribution between 1 and n and

· given two sets X = {x1 , x2 , x3 …xk } and Y = {x1 , x2 , x3 …xk } of  k instances of the random variable, 

· what is the probability, R(n, k) that there is at least one value found in both sets.

The solution is as follows:

Given the value of x1, the probability that y1 is the same as x1 is 
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 since there are n possible values for each.  We write this as 
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If the total probability is 1 and we accept that the probability that the converse is true, i.e. that y1 does not match x1 is 1 – 
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1

, i.e. 
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If we generate the k random values in Y, the probability that none of these values is equal to x1 is 
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Thus the probability that there is one match is
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To extend this more generally we need to make the assumption that all the elements in X are distinct.  This is a reasonable approximation if k is on the order of 
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.  (This is supported by  the principle version of the birthday paradox for one class which states that we expect one duplicate in a class of size 
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 with probability approximately 0.5)  With that assumption the derivation continues from:
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Since

R(n, k) = 
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it follows that
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We can use our earlier equality shown graphically above that 
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to obtain
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Now we can rephrase the original question posed in the problem as: What value of k is required to give R(n, k) > 0.5  ?  The solution is obtained by replacing the right hand side of the inequality above with 0.5 to give:
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So 
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When both sides are multiplied by – 1 and inverted we get
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Getting the natural log of both sides gives  
[image: image22.wmf]n

k

2

)

2

ln(

=


Rearranging gives
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Giving our final result
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This is approximately equal to 
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but marginally less than it.

The relevance of the solution is that the probability is greater than 0.5 when two sets containing 
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instances of the variable are compared that there will be at least one match between the two sets.  It follows that comparing two sets each with 
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instances of the variable should have an even higher probability of finding a match.  

The next page shows a graph and a table of the probability of a finding a match between two classes each of size k.  The number chosen for n is merely to avoid a loss of precision in excel but the same result will scale up if 256 is chosen for n as would be appropriate for this project.

	Probability of finding a match between two classes each containing k instances of a

	random variable whose integer values lie between 1 and n.

	n
	k^2
	k
	1-(1-1/n)^(k^2)
	= R(n,k)

	268435456
	0
	0
	0.0000
	

	268435456
	1048576
	1024
	0.0039
	

	268435456
	4194304
	2048
	0.0155
	

	268435456
	9437184
	3072
	0.0345
	

	268435456
	16777216
	4096
	0.0606
	

	268435456
	26214400
	5120
	0.0930
	

	268435456
	37748736
	6144
	0.1312
	

	268435456
	51380224
	7168
	0.1742
	

	268435456
	67108864
	8192
	0.2212
	

	268435456
	84934656
	9216
	0.2712
	

	268435456
	104857600
	10240
	0.3234
	

	268435456
	126877696
	11264
	0.3767
	

	268435456
	150994944
	12288
	0.4302
	

	268435456
	177209344
	13312
	0.4832
	

	268435456
	205520896
	14336
	0.5350
	Here k < sqrt(n) and R(n,k) > 0.5

	268435456
	235929600
	15360
	0.5848
	

	268435456
	268435456
	16384
	0.6321
	Here k = sqrt(n) and R(n,k) = 0.63

	268435456
	303038464
	17408
	0.6766
	

	268435456
	339738624
	18432
	0.7179
	

	268435456
	378535936
	19456
	0.7559
	

	268435456
	419430400
	20480
	0.7904
	

	268435456
	462422016
	21504
	0.8214
	

	268435456
	507510784
	22528
	0.8490
	

	268435456
	554696704
	23552
	0.8734
	

	268435456
	603979776
	24576
	0.8946
	

	268435456
	655360000
	25600
	0.9130
	

	268435456
	708837376
	26624
	0.9287
	

	268435456
	764411904
	27648
	0.9420
	

	268435456
	822083584
	28672
	0.9532
	

	268435456
	881852416
	29696
	0.9626
	

	268435456
	943718400
	30720
	0.9703
	

	268435456
	1007681536
	31744
	0.9766
	

	268435456
	1073741824
	32768
	0.9817
	Here k < 2*sqrt(n) and R(n,k) is almost 1
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